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Many cortical structures have elevated firing rates during working memory, but it is not known how
the activity is maintained. To investigate whether reverberating activity is important, we studied the
temporal structure of local field potential (LFP) activity and spiking from area LIP in two awake
macaques during a memory-saccade task. Using spectral analysis, we found spatially tuned elevated
power in the gamma band (25-90 Hz) in LFP and spiking activity during the memory period. Spiking
and LFP activity were also coherent in the gamma band but not at lower frequencies. Finally, we
decoded LFP activity on a single-trial basis and found that LFP activity in parietal cortex
discriminated between preferred and anti-preferred direction with approximately the same accuracy
as the spike rate and predicted the time of a planned movement with better accuracy than the spike
rate. This finding could accelerate the development of a cortical neural prosthesis.

The neural basis of working memory is typically studied in
non-human primates by recording activity during delayed
response tasks!. Cue-selective elevations in mean firing rates
are found during the delay period in many brain areas using
different versions of these tasks>™. Parietal cortex is impor-
tant for spatial cognition®; spatially tuned increases in firing
rate during working memory were first reported in parietal
cortex in the lateral intraparietal area (area LIP)3. In analogy
to receptive fields in the sensory system, such activity can be
said to form memory fields” and is thought to reflect the plan
to make a movement®°. Converging evidence indicates mem-
ory fields may be important for understanding the neural basis
of working memory!?, and this activity is the subject of current
theoretical work!b12,

Temporally correlated neuronal activity in the form of
reverberations is proposed to be important to cognitive pro-
cessing!>!4, However, temporal structure is not captured by
measures of mean activity, such as the firing rate, so measures
of the variance, such as the spectrum, are required. We char-
acterize temporal structure by peaks in the spectrum corre-
sponding to concentrated power at certain frequencies and
times. If reverberant activity is present in neuronal activity,
temporal structure localized in frequency may also predict
planned saccades. This would be evidence for memory fields
of temporal structure, or ‘dynamic memory fields’, defined by
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tuned changes in the spectrum of neuronal activity. The tem-
poral structure of neuronal activity has been related to per-
ception!>18, attention!®2? and action®'2°, Temporal structure
during object working memory occurs in spike activity in mon-
keys?” and in EEG activity in humans?®. Thus, the presence of
tuned temporal structure in neuronal activity could have impli-
cations for neural information processing.

Here we present spectral analysis of spiking and local field
potential (LFP) activity recorded in area LIP from two macaques
during a memory-saccade task. Spike activity has been examined
in area LIP during this task®?°, but LFP activity has not. LFP
activity is generated by extracellular currents due to synchronized
activity in a local population of cells* . Temporal structure is pre-
sent in LFP activity in cats!” and monkeys'>!8. We used multi-
taper spectral analysis techniques, which were important for
obtaining the present results, and found significant structure in
the spectrum of LFP activity, spiking and the coherency between
them. The results are evidence for dynamic memory fields in
neuronal activity that are specific to both the direction and time
of a planned movement. We suggest the movement can be
decomposed into a plan state and an execution state and show
that both the direction and the state can be decoded from LFP
activity on a single-trial basis. These results may accelerate the
development of a cortical neural prosthesis, as the LFP is easier to
record than action potentials.
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The database for this study contained activity from 16 cells
recorded at 16 sites in one monkey and 24 cells recorded at 18
sites in another monkey. Recordings were made with tetrodes
while animals performed a memory-saccade task (Fig. 1a). We
found 28 of 40 neurons (70%) had significant memory period
activity (P < 0.05; ANOVA). Single-unit and LFP activity were
extracted from recordings of broadband (1 Hz-10 kHz) extra-
cellular potentials (Methods). In addition to spiking activity,
large-amplitude LFP fluctuations were visible in the raw data (see
the expanded time base) during saccades to the preferred direc-
tion for that site (Fig. 1b). These fluctuations were not visible
during saccades in the opposite direction (Fig. 1c).

Temporal structure in LFP activity

We estimated spectrograms to determine how LFP activity was
related to the task. In the preferred direction, an increase in
gamma-band (25-90 Hz) power was sustained during the mem-
ory period through the saccade for a single site and across the
population (Fig. 2a and ¢). In contrast, gamma- band power did
not change before saccades to the anti-preferred direction (Fig. 2b
and d). LFP gamma-band power was significantly greater
(P < 0.05; t-test) in the preferred direction during the memory
period than baseline in 27 of the 34 recorded sites (82%) and sig-
nificantly greater (P < 0.05; t-test) in the preferred direction than
in the anti-preferred direction at 28 of the 34 sites (85%).

The increase in gamma-band LFP power during the memory
period is evidence for dynamic memory fields that may be simi-
lar to those seen in the spike rate. We estimated tuning curves
pooled across the population of recordings from both monkeys
for the mean firing rate (Fig. 3a), gamma-band LFP power
(Fig. 3b, thick) and low-frequency (0-10 Hz) LFP (Fig. 3b, thin).
Each curve was aligned to the direction that elicited the maxi-

Fig. 2. LFP spectrograms averaged across trials during saccades to
either the preferred or anti-preferred direction. (a) Two-dimensional
plot of the spectrogram in the preferred direction at a single site. Time
is on the x-axis; frequency is on the y-axis. Power is color-coded on a log
scale. Square, time of the cue. Triangle, mean time of the saccade.
(b) Anti-preferred direction at a single site. (c) Preferred direction a
veraged across a population of recordings from both monkeys.
(d) Population average in the anti-preferred direction.
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Fig. |. The memory-saccade task. (a) The monkey performs a saccade
to a memorized location in one of eight directions. (b) Sample trace of
extracellular potential for a trial during a saccade to the preferred direc-
tion. The polarity of the potential is reversed. The data is viewed on an
expanded time base during the memory period from 0.6—1.1 s below.
(c) Sample trace for a saccade to the anti-preferred direction.

mum firing rate for the single unit at that site before averaging.
The gamma band activity showed spatial tuning similar to the
tuning seen for the rate of firing. LFP activity at low frequency
did not show significant spatial tuning, although activity in this
band was larger in amplitude. This result shows tuning of the
LFP during memory is not simply due to an overall increase in
power of the LFP signal.

Although activity at lower frequencies (< 25 Hz) did not show
simple spatial tuning, power in the beta frequency band ([20 Hz)
of sensorimotor cortex shows complex dynamics during move-
ment preparation and execution?®. We examined LFP power in
the gamma and beta frequency bands during saccades to the pre-
ferred direction. Elevated gamma-band power was present dur-
ing the memory period, as reported above. We also found that
activity in the beta band was modulated, increasing toward the
end of the memory period before dropping around the saccade.
Suppression of beta band activity in the perisaccadic period com-
pared with the memory period was significant (P < 0.05; ¢-test) at
34 of 34 recording sites (100%).

Temporal structure in spike activity
Increases in the mean firing rate of cells during working memo-
ry tasks have been cited as evidence for memory fields that predict
saccades to a remembered location in space®’. We have shown
that gamma-band LFP activity in area LIP also contains similar
memory fields. Now we show dynamic memory fields for spiking
activity. Dynamic memory fields in spiking are defined by
changes in the shape of the spike spectrum during memory com-
pared to the baseline. This is in contrast to memory fields
described by the mean firing rate, which are defined by changes
in the level of the spectrum, not the shape.

We performed spectral analysis of spike activity from a typical
cell with memory activity. During the baseline (Fig. 4a), the level of
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Fig. 3. Tuning of spiking and LFP activity. (a) Spike rate tuning curve
with box plots showing mean firing rate across the population. (b) LFP
tuning curve with box plots showing relative power in the gamma band
(25-90 Hz; thick line) and at low frequency (0—10 Hz; thin line) across
the population.

the spectrum was equal to its mean firing rate (dotted line). The
spectrum of a Poisson process with this rate would fall on this line.
During the memory period, the spectrum was significantly differ-
ent from a Poisson process (Fig. 4b). There was a significant peak
in the spectrum in the gamma band at 50 Hz and significant sup-
pression at low frequency (0-10 Hz). This was representative across
a population of cells. Some cells showed significant spectral struc-
ture during the baseline, but the population average was approxi-
mately Poisson (Fig. 4c). In contrast, the same average during
memory contained a broad peak in the gamma frequency band
(Fig. 4d). So in addition to an increase in firing rate, spiking activ-
ity during memory contained a broad gamma-band spectral peak.

We estimated the spectrogram of spike activity during trials
to the preferred direction to see how this structure developed
during the trial. The spectrogram of single-cell activity during
trials to the preferred direction showed that the gamma-band
peak is sustained during the memory period (Fig. 5a). Howev-
er, because the spike spectrum goes to the rate at high frequency,
it is dominated by changes in the rate. Before constructing the
population average spike spectrogram, we rescaled the spectrum
to normalize for variations in the rate. This rate-normalized spec-
trogram emphasizes changes in temporal structure that are inde-
pendent of changes in the rate. The rate-normalized spectrogram
showed that the gamma band temporal structure began after the
offset of the spatial cue (Fig. 5b). Because the firing rate sharply
increased during the cue, this feature indicates that the gamma-
band activity is not just due to an increase in firing rate.

Coherency between spiking and LFP activity

The temporal structure we observed in both spiking and the LFP
suggests spike timing may be correlated with the gamma-band
oscillatory process in the LFP. Such structure has been reported in
spiking and LFP activity in the visual cortex'®*!. We investigated
this correlation by studying the spike-triggered average extracel-
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lular potential (STA) and by calculating the coherency between
spiking and LFP activity during baseline and memory periods.

We estimated the STA potential for all spikes during the base-
line period (Fig. 6a) and during working memory (Fig. 6b) at a
single site. The average during working memory showed a
gamma-band oscillatory component that is absent from the base-
line. This oscillatory activity remained just below the error bars
across much of the window, although it is visible to the eye. We
reasoned this was because error bars constructed in the time
domain were localized in time and not suitable to detect signals
localized in frequency.

To address this problem, we estimated the coherency between
spiking and LFP activity on a moving window during saccades
to the preferred direction. An increase in the gamma-band coher-
ence with zero phase was present after the spatial cue and dur-
ing the memory period (Fig. 7a). As indicated by the arrows, the
phase of the coherency was approximately 0° when the coher-
ence was significant (P < 0.01; t-test). This zero phase means the
cell fired on or just before the peak of the LFP oscillation (accord-
ing to our convention for the LFP; Methods). Moreover, the phase
of the coherency was relatively constant across the gamma band.
This constancy means spike and LFP activity showed some phase-
locking during memory and did not lag each other in time. The
population average coherency also showed a significant increase
in gamma band between the LFP and spiking (P < 0.01; t-test;
Fig. 7b). Additional analysis of the phase distribution between
the spikes and gamma-band LFP activity during memory across
the population of recordings found the distribution to be uni-
modal and peaked at 0 degrees. This population analysis showed
spiking is coherent with gamma-band activity in the LFP during

Fig. 4. Spike spectrum. (a) Line plot of the spectrum of a single cell dur-
ing the baseline period (solid) with 95% error bars (shaded) estimated
with a jackknife across tapers and trials. High-frequency limit (dotted).
(b) Single cell during working memory. (c) Population average during
the baseline. (d) Population average during working memory.
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working memory, with the same preferred phase across the sites
in area LIP we sampled.

Single-trial decode of spiking and LFP activity
The presence of dynamic memory fields in LEP activity that are
similar to memory fields defined by the spike rate suggests that
the LFP spectrum could be decoded on a single-trial basis to con-
trol a neural prosthesis. Because our analysis of mean spectral
responses during the task suggests that LFP activity encodes both
the direction and time of the saccade, we sought to extract both
features from the LFP spectrum on a single-trial basis. Using lin-
ear discriminant analysis, we decoded direction by comparing the
LFP activity during the memory period for saccades in the pre-
ferred and anti-preferred direction to determine how well it pre-
dicts the direction of the impending saccade. We also decoded
behavioral state by comparing LFP activity during the memory
period and the perisaccadic period to determine whether the LFP
activity could indicate the transition from planning to execution
state, irrespective of saccade direction. Finally, we repeated both
the direction and state decodes using the simultaneously record-
ed spike rate to examine whether it carried more or less informa-
tion about saccade direction and timing, on a single-trial basis.
For the direction decode, we found that the spike rate and
LFP spectrum could be decoded with approximately equal accu-
racy (Fig. 8a). Over the database, the average probability of a cor-
rect prediction for a saccade to the preferred direction was 87%
using the spike rate and 87% using the LFP spectrum. The prob-
ability for the anti-preferred direction was 78% using spikes and
87% using the LFP. The frequency of the LFP spectrum that gave
the best direction decode varied from site to site in the range

Fig. 6. Spike-triggered average potential from a single cell at a single
site. (a) Baseline. (b) Memory.
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Fig. 5. Spike spectrograms. (a) Two-dimensional plot of the spectro-
gram for a single cell. (b) Two-dimensional plot of the population aver-
age spectrogram normalized by the rate. Time is on the x-axis;
frequency is on the y-axis. Power is color-coded on a linear scale.
Square, time of the cue. Triangle, mean time of the saccade.

30-100 Hz. The state could not be decoded from the spike rate
using this simple procedure, whereas it could be decoded from
the LFP spectrum (Fig. 8b). Average probabilities for the plan
state were 56% using spikes and 71% using the LFP and for the
execution state were 57% using spikes and 71% using the LFP.
The frequency of the LFP spectrum that gave the best state decode
varied from site to site in the range 0-20 Hz. This is a different
frequency band than was used for the direction decode.

These results show that the direction of a planned movement
but not the execution time can be easily decoded from the spike
rate of a single cell. In contrast, the LFP spectrum codes for the
direction and time of a planned movement. Therefore, the LFP at
a single site contains information about movement planning and
execution multiplexed in different frequency bands that can be
decoded from a single trial.

DiscussioN

We investigated the relation of neuronal dynamics to working
memory by examining temporal structure in spiking and LFP
activity in area LIP during a memory-saccade task. We report
four principal findings. LFP activity reveals spatially tuned
dynamic memory fields in the gamma band (25-90 Hz) but not
at lower frequencies. Spike activity contains temporal structure
during working memory and not simple fixation. Spiking and
LFP activity are coherent in the gamma band with the same phase
across LIP during working memory. LFP activity can be decoded
to give the direction and time of a planned movement. We first
discuss an important methodological issue relating to this work.

Correlation functions in time and frequency domains

The presence of temporal structure in neural activity is of much
interest®?, and we have investigated it in these data using correla-
tion function measures in the temporal domain??. Correlation
functions are often estimated in the time domain but suffer seri-
ous problems of estimation bias and variance**. These problems
often cannot be addressed by pooling observations across large
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Fig. 7. Coherency of spiking and LFP activity across time. (a) Coherency
at a single site in the preferred direction. (b) Coherency for the popula-
tion average in the preferred direction. Time is on the x-axis; frequency is
on the y-axis. Square, time of the cue. Triangle, mean time of the saccade.
The coherence is color-coded on a linear scale. Arrows denote the
phase where the coherence is significant (P < 0.01; t-test).

periods of time, as changing behavior leads to violation of the sta-
tionarity assumption and potential misinterpretation of the data.

Here we resolve tuned temporal correlations in neuronal activ-
ity in parietal cortex using spectral analysis. Spectral quantities
are estimated in the frequency domain, and although the corre-
sponding population quantities are mathematically equivalent
to correlation functions, spectral estimates have superior statis-
tical estimation properties. The problems of estimation bias and
variance can be controlled by using multitaper methods*>3¢. The
advantages of multitaper methods for spectral analysis are most
pronounced when studying short segments of possibly nonsta-
tionary data, which makes them well-suited for studying neu-
ronal dynamics in behaving animals” (see Supplementary
Methods online).

Temporal structure in the LFP
Our results show that gamma band (25-90 Hz) LFP activity is orga-
nized in dynamic memory fields whose spatial tuning suggests they
reflect the columnar organization of area LIP38. Additional tem-
poral structure at lower frequencies (0-20 Hz) is related to move-
ment preparation and execution. These results indicate that
temporal structure in the LFP in parietal cortex contains a variety of
specific information about the direction and time of planned move-
ments. In future work, it will be important to determine how direc-
tional tuning of the LFP is organized in cortex. The relationship of
coherent gamma and unit activity may only apply to a small vol-
ume of tissue, possibly localized to specific cortical layers.
Posterior parietal cortex is implicated in higher cognitive func-
tion. The spiking activity in many parietal areas codes for move-
ment plans®®?, and there is interest in decoding these planning
signals for neural prosthetics (ref. 39 and Shenoy et al., Soc. Neu-
rosci. Abstr. 25, 383, 1999). However, acquiring spiking activity
from many cells with chronically implanted electrodes over long
periods of time is difficult. Because the LFP contains specific
information about movement planning and is easier to acquire
than spikes, our findings suggest that decoding the temporal
structure in LFP activity could accelerate the development of this
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application. Indeed, we found that the LFP temporal structure
at a single site contained as much information about the planned
direction of movement and even more information about the
behavioral state than the activity of a single cell.

Understanding the temporal structure in spike activity
Spikes exhibited phase coherence to the LFP and preferentially
fire at the peak of a broadband LFP oscillation throughout the
memory period and not during simple fixation. As this temporal
patterning was modulated by behavior, it may reflect neural pro-
cessing. Such activity need not be specific to working memory.
Area LIP is activated by other oculomotor tasks that require spa-
tial cognition*’, and coherent gamma band activity may also be
present during those tasks.

Our finding of correlations in a broad gamma frequency band
modulated by behavior is very similar to previous work in the
visual cortex!® and complements recent reports of gamma-band
activity during attention in the monkey'® and working memory
in human EEG?3. These and other studies suggest that investi-
gating correlations between spikes and LFP activity may help
bridge the gap between modulated temporal structure in EEG
activity in humans and spike activity in non-human primates.

The finding of robust oscillatory activity in the gamma band
of the LFP and the temporal coherence of the spikes to these oscil-

lations suggests that reverberant circuits
are a basis for working memory'“. The

State decode

Fig. 8. Single-trial decoding of a movement
® Spike rate plan. (a) Direction was decoded using spike
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temporal structure we observed also may have implications for
how neural information is processed in LIP. For instance, it has
been proposed that synchronous activity may be involved in
attention by increasing the synaptic efficiency of projections onto
downstream cortical areas'®. Synchronization of activity has also
been proposed as a method for binding features processed in dif-
ferent cortical areas®” or as a method for parsing spike activity
for classifying different odors*!. Our current experiments can-
not determine decisively whether temporal structure is a signature
of reverberation for working memory or, for that matter, any of
the other possible functional roles mentioned above. However,
the finding of highly structured and robust temporal activity in
the spikes and field potentials of area LIP does open an intriguing
line of research for establishing its functional meaning, which
may be far reaching in terms of its role in working memory and
the processing of neural signals.

METHODS

Animal preparation, behavioral task and electrophysiology. Recordings
were made from two adult male Rhesus monkeys (Macaca mulatta) dur-
ing head restraint. All surgical procedures and animal care protocols were
approved by the California Institute of Technology Institutional Animal
Care and Use Committee and were in accordance with National Institutes
of Health Guidelines. Recordings were made while animals performed a
memory-saccade task (Fig. 1a). The baseline period was 1000 ms, the cue
duration was 100 ms, and the memory period was 1000 ms. Cued loca-
tions were randomly interleaved to collect 10-15 successful trials for each
location in blocked fashion. Stimuli were generated with a two-beam opti-
cal bench from incandescent sources. Electrical activity was recorded using
single tetrodes adapted for use in awake monkeys*2. Tetrodes were made
from 12 pm tungsten wire (California Fine Wire, Grover Beach, Califor-
nia) and positioned using a standard hydraulic microdrive (Fred Haer
Corp, Brunswick, Maine). Neural signals were amplified, filtered (low-
pass, £.=10 kHz, Tucker-Davis Technologies (TDT), Gainesville, Florida)
and digitized (f; = 20 kHz, also TDT). Digital data were then streamed to
disk and written to CD-ROM. The polarity of the signal was reversed to
give positive-going spike activity. Continuous extracellular traces were
processed off-line to extract and classify spike events and calculate the
LFP. Response criteria and stereotaxic location were consistent with record-
ing from LIP. In one animal, locations were histologically verified; in the
other, in-vivo MRI techniques were used for verification. Recordings were
made from a 2 X 3 mm region in the chamber.

Spike sorting. Spike activity was extracted from the digitized recordings
by an automated procedure that identified and sorted spike waveforms
into clusters, each of which was presumed to arise from a single cell3.
In brief, events were clustered by fitting spike vectors to a mixture of
Gaussian distributions. The fit was performed using the relaxation expec-
tation-maximization algorithm, and the number of Gaussian compo-
nents was determined by cascading model selection. Events were assigned
to cells according to a maximum a posteriori rule. To ensure that the clus-
tering was robustly determined, the segment of data used to fit the model
was varied, and only models that were consistent for all segments were
included in the database.

Data analysis. The collected data are spiking activity (a point process)
and the LFP (a continuous valued time series), making this a hybrid data
set. Spikes were binned at 1-ms time resolution to give spike trains. LFP
time series were calculated from the extracellular recording on one tetrode
channel by low-pass filtering the signal at 250 Hz. To reduce artifacts due
to spikes leaking through the filter into the LFP, we estimated the LFP
from the channel of the tetrode that had the smallest spike amplitude
and subtracted a mean spike waveform from the extracellular recording
at each spike time before filtering.

The baseline period extended 750-250 ms before the onset of the spa-
tial cue. The memory period extended 450-950 ms following the offset of
the spatial cue. The perisaccadic period extended 250 ms either side of
the saccade onset. Baseline activity was estimated by pooling activity
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from all successful trials. Memory and perisaccadic activity were esti-
mated by pooling activity from successful trials according to saccade
direction. The preferred direction of spike activity was the direction that
elicited the maximum firing rate during the memory period. The pre-
ferred direction of the LFP was defined to be the same as the preferred
direction of spiking. Activity from different locations was aligned to the
preferred direction before estimating population averages.

We used spectral analysis to characterize temporal structure in the
data. The relationship between spiking and LFP activity was measured
using the spike-field coherency. The coherency is a complex quantity
whose magnitude, the coherence, is normalized between 0 and 1. It mea-
sures the degree of predictability of one process using a linear function of
the other%. The coherency is given by the cross-spectrum of each process
normalized by the spectrum of each process. This means changes in
coherence do not result from changes in firing rate and allows the
coherency to be meaningfully averaged across different pairs of time
series. The coherency is used in preference to the cross-correlation func-
tion, as the cross-correlation function is typically normalized by the zero
lag estimates of the auto-correlation function. This normalization is
ad hoc, as it depends on the bin size used to estimate the zero lag auto-
correlation. We used multitaper methods of spectral estimation to con-
struct spectral estimators®>>7 (Supplementary Methods).

The LFP spectrum was estimated on a 500 ms window with 5 Hz res-
olution using five Slepian data tapers. The spectrum of the spike counts,
spike spectrum, was estimated on a 500-ms window with 10 Hz resolu-
tion using nine Slepian data tapers. When averaging across cells, we nor-
malized the spike spectrum. For each 500-ms window, we divided the
spectrum by the mean firing rate to give the ‘rate-normalized spectrum’.
Spike-field coherency was also estimated on a 500-ms window with
10 Hz resolution using nine Slepian data tapers.

All spectral quantities were smoothed with a lag window for visual-
ization purposes®. Significance levels were computed from estimates of
the variance using a jackknife over tapers and trials*>*® (Supplementary
Methods). Time—frequency representations of the activity were calcu-
lated on a 500-ms window that was stepped by 50 ms between estimates
through the trial with the time index aligned to the center of the analysis
window. Trials were aligned in time to the spatial cue.

The STA was estimated during baseline and memory before a saccade
in the preferred direction for that cell. Segments of the raw voltage trace
200 ms long and centered on the spike were extracted. Spike waveforms
were suppressed by subtracting a 2-ms mean spike shape waveform. The
traces were then averaged to give the STA potential. The 95% confidence
intervals were calculated by estimating the standard error of the mean
and were used to test the hypothesis that the STA potential was zero.

Spike rate and LFP activity were decoded on a single-trial basis using lin-
ear discriminant analysis*’. The direction, either preferred or anti-preferred,
was decoded from spike rate and LFP spectrum in the memory period. The
state, either plan or execution, was decoded from the spike rate and LFP
spectrum in the memory period for the plan state or perisaccadic period
for the execution state. Only trials to the preferred and anti-preferred direc-
tions were included in the direction decode, giving 20-30 trials for analysis.
Trials to all directions were included in the state decode, giving 80-120 tri-
als for analysis. For each decode, the LFP spectrum was estimated with 10-
Hz resolution using nine Slepian data tapers. Increasing the bandwidth of the
spectral estimate increased its statistical stability, which was useful when
analyzing the data on a single-trial basis. The LFP spectrum was log trans-
formed and sampled at the single frequency with greatest discriminability
across trials. This frequency was different for each site. Trials used to train the
discriminant function were not used in the test set.

Note: Supplementary information is available on the Nature Neuroscience website.
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